**3**

**Word Embedding**

**Learning Objectives**

After completing this chapter, the readers are expected to

* Understand the motivation behind word embeddings and their significance in NLP.
* Learn the concept of distributional hypothesis and its role in vector semantics.

Word embeddings have revolutionised NLP by transforming how machines perceive and process human language. Word embeddings are dense vector representations of words that encode semantic and syntactic relationships into a multidimensional vector space. These linguistically informed vectors are used for various downstream activities, ranging from basic text analysis to advanced language understanding and generation tasks. In short, word embeddings bridge the gap between raw text and machine comprehension, enabling computers to understand the nuances of language and contextual meanings.

Consider a real-world scenario where word embeddings can be helpful. Let us take an e-commerce company trying to build a customer assistant chatbot. To build this chatbot, we need to ensure that the computer understands human language. However, the computer only understands numeric values. In computer vision, images can be represented by their numeric pixel values, allowing the computer to quickly analyse and process them. Similarly, let us try to describe the words of natural language in ASCII form by replacing each word’s characters with their ASCII values. For example, the words ‘ship’, ‘bank’, and ‘sell’ can be represented as:

This approach has several issues. First, the ASCII values alone do not carry any semantic information about the words or their associations. Second, there is no room for contextual

understanding, as the word ‘bank’ will have the same representation for both the *riverbank* and *the financial bank*. Additionally, this representation has variable and inconsistent word lengths, which could be problematic for methods requiring a fixed input size. In contrast, word embeddings provide a dense and linguistically rich representation of words in the vector semantic space. For instance, word embeddings can represent the above example words in a fixed-length (*d*) dense vector as:

**3.1 Distributional Hypothesis**

The Distributional Hypothesis is one of the fundamental hypotheses in linguistics and serves as the motivation behind word embeddings. The underlying idea that “a word is characterised by the company it keeps” was formulated by linguists like Joos (1950), Harris (1954), and Firth (1957). According to this hypothesis, words appearing in similar contexts tend to have similar meanings. For instance, two words, ‘student’ and ‘teacher’, often appear in similar contexts like ‘education’ and ‘school’. Suppose we have two sentences, ‘*The student asked a question*’ and ‘*The teacher answered the question.*’ Here, ‘student’ and ‘teacher’ are connected to the word ‘question’, while ‘asked’ and ‘answered’ are actions related to the question. This is where the distributional hypothesis comes in, allowing us to recognise these patterns and teaching machines a concrete sense of word meaning. Word embeddings are the subsequent step built on this, enabling computers to understand and generate human language.

**3.2 Vector Semantics**

Vector semantics is the standard method for representing word meaning in NLP, helping the model in understanding various aspects of word meaning. The idea was originated by Osgood et al. (1957). Combined with the vector representation and the distributional hypothesis, word vectors of similar words lie in the same distributional vector space, meaning two similar words are neighbours in the vector space. The concept of vector semantics involves representing a word as a point in a multidimensional semantic space derived from the distributions of neighbouring word embeddings. In Figure 3.1, we see that word embeddings of similar categories group into distinct clusters. Even within a category, the more closely related words are positioned closer together. For instance, in the sports cluster, ‘ball’ sports such as
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Figure 3.1: A two-dimensional t-SNE projection of word vectors using GloVe-6B with 300-dimensional word embeddings. The relative positions of these word vectors in this two-dimensional vector space reflect the semantic meanings captured in the GloVe embeddings. Here, words of similar types are neighbours, which are clustered in the dotted ellipses. Notice how ‘apple’ lies between the cluster of ‘food’ and the ‘devices.’ Also, note that the axes values are arbitrary t-SNE components, and only the relative positions are meaningful.
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***3.2.1 Defining and Measuring Semantic Similarity***

We need a metric to measure the similarity between the *v* and *w* vectors of the *N* dimension. The cosine of the angle between the vectors is one such approach. It is based on the dot product:

The intuition is that two similar vectors will have higher dot product scores, while the score will be close to zero when they are dissimilar. However, one issue with dot products is that they tend to give more weight to longer vectors. The length of a vector is defined as:

The dot product favours longer vector lengths, but we need a metric that returns the similarity regardless of their length. Therefore, we must modify the dot product to normalise it by the vector’s length. It turns out that the normalised dot product is equivalent to the cosine between the two vectors. Based on this, the new normalised dot product between two vectors *a* and *b* is given as:

(3.3)

Now, we can compute the cosine similarity between two vectors *v* and *w* as:

**3.3 Types of Word Embedding**

Now, let us explore the different types of word embeddings, which are typically categorised into *frequency-based* and *prediction-based* methods. In frequency-based methods, raw frequencies or weighted frequencies of co-occurrences are used for word representation. We will discuss two count-based approaches: *co-occurrence-based* and *TF-IDF*. The resultant vectors from these approaches are sparse and of extremely high dimension.

In the prediction-based section, we include Word2Vec, GloVe, and FastText. These methods use prediction tasks as a proxy for learning word embeddings. The resultant vectors are shorter, denser, and capable of capturing more complex linguistic information. Word2Vec learns from word contexts in sentences, GloVe from word co-occurrence across a corpus, and FastText by incorporating subword information.

***3.3.1 Frequency-based Embeddings***

Frequency-based approaches in word embedding involve representing words based on their co-occurrence statistics in a large corpus of text. These methods are rooted in the idea that words that frequently appear in similar contexts tend to have similar meanings, an idea known as the distributional hypothesis.

*<H4>Co-occurrence Matrix*

In this approach, a matrix is created where each row represents a word, and each column represents a context (often another word in a specified window around the target word or the document where the word appears). The co-occurrence matrix of words can be either a word-document (term-document) matrix or a word-word (term-term) matrix.

Table 3.1: The term-document matrix for five words in four magazine documents. Each cell contains the number of times a word (row) appears in the document (column).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Fruit Market Overview | Tropical Fruit Guide | Tech Trends | Healthy Tech Lifestyle |
| apple | 10 | 0 | 0 | 8 |
| banana | 0 | 12 | 0 | 0 |
| fruit | 7 | 5 | 0 | 5 |
| technology | 0 | 0 | 15 | 3 |
| software | 0 | 0 | 10 | 4 |

**Example 3.1.** Let us determine whether ‘fruit’ is more similar to ‘apple’ or ‘technology’ using the example from Table 3.1.

The vector representations for the words are: ‘apple’ = [10*,* 0*,* 0*,* 8], ‘fruit’ = [7*,* 5*,* 0*,* 5], and ‘technology’ = [0*,* 0*,* 15*,* 3]. Using Equation (3.4), we calculate the cosine similarity by:
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These results indicate that in this vector space representation, ‘fruit’ shows a significantly higher semantic similarity to ‘apple’ than to ‘technology’. This outcome aligns with the intuitive conceptual relationships among these terms.

*<H4> Term Frequency-Inverse Document Frequency (TF-IDF)*

1. **Term Frequency (TF**): TF measures how frequently a term occurs in a document. It is typically calculated as:

*TFt,d* = *ft,d* (3.5)

where *ft,d* is the raw frequency of term *t* in document *d*. Since the number of documents can be very large, a logarithmic scaling can be used to dampen the effect of large frequency differences:
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Table 3.2: The TF matrix for terms ‘the’, ‘lazy’, ‘dog’, ‘quick’, and ‘fox’ with respect to four documents: Doc 1, Doc 2, Doc 3, and Doc 4.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | the | lazy | dog | quick | fox |
| Doc 1 | 2 | 1 | 1 | 1 | 1 |
| Doc 2 | 1 | 1 | 1 | 0 | 0 |
| Doc 3 | 2 | 0 | 0 | 1 | 1 |
| Doc 4 | 1 | 1 | 0 | 0 | 0 |

2. **Inverse Document Frequency (IDF)**: IDF measures how important a term is across

the entire corpus. It is calculated as:
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where *N* is the total number of documents in the corpus, and *nt* is the number of documents containing the term *t*.

**Vector Representation using TF-IDF.** The TF-IDF score of each term or vocabulary word in the term-document matrix can also be used to represent a document or the word. Consider the following example:

**Example 3.2.** Consider a small corpus of 4 documents:

1. Doc 1: ‘*The quick brown fox jumps over the lazy dog*’.
2. Doc 2: ‘*The lazy dog sleeps all day*’.
3. Doc 3: ‘*The quick brown fox hunts in the forest*’.
4. Doc 4: ‘*A lazy afternoon in the forest*’.

Let us consider these four documents and the terms[[1]](#footnote-1) ‘the’, ‘lazy’, ‘dog’, ‘quick’, and ‘fox’. In Table 3.2, each value is the TF score. For example, the TF for ‘*lazy*’ with respect to Doc 2 in Table 3.2 is computed by: *TF*(‘*lazy*’*,* Doc 2) = *count*(‘*lazy*’*,*Doc 2) = 1. Next, we compute the IDF score for each term q:

* IDF(‘the’) = log2(4*/*3) ≈ 0*.*415
* IDF(‘lazy’) = log2(4*/*3) ≈ 0*.*415
* IDF(‘dog’) = log2(4*/*2) = 1
* IDF(‘quick’) = log2(4*/*2) = 1
* IDF(‘fox’) = log2(4*/*2) = 1

We then calculate the TF-IDF score for each term. We do this by multiplying each TF value by its corresponding IDF, as presented in Table 3.3. For instance, in Table 3.3, the TF-IDF

Table 3.3: The TF-IDF matrix for the terms, ‘the’, ‘lazy’, ‘dog’, ‘quick’, and ‘fox’ with respect to the four documents: Doc 1, Doc 2, Doc 3, and Doc 4.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | the | lazy | dog | quick | fox |
| Doc 1 | 0.830 | 0.415 | 1 | 1 | 1 |
| Doc 2 | 0.415 | 0.415 | 1 | 0 | 0 |
| Doc 3 | 0.830 | 0 | 0 | 1 | 1 |
| Doc 4 | 0.415 | 0.415 | 0 | 0 | 0 |

Each row vector in Table 3.3 represents the corresponding document. For instance, Doc 2 is represented as [ 0.415, 0.415, 1, 0, 0]. Each column vector can be used to represent the word vector. For example, the word ‘quick’ is represented as [1,0,1,0].

***3.3.2 Word2Vec***

In the previous sections, we explored frequency-based approaches to show how words can be represented in vector form using the raw counts from a co-occurrence matrix and the weighted values as in TF-IDF. However, these representations have limitations, particularly with vector dimensions scaling to the size of the vocabulary, |*V* |. For example, a corpus with 100,000 unique tokens would produce vectors with a dimension of 100,000, leading to large, often sparse vectors with most values being zeros. This sparsity increases computational and memory requirements, making word representation less efficient.

*<H4>Skip-Gram model*

The Skip-Gram model is one of the two primary models introduced by Word2Vec (Mikolov et al. 2013a,b). The fundamental idea behind the Skip-Gram model is to select a central word from a sentence and use it to predict its surrounding context words within a specified window. This process helps train a classifier to learn the embedding weights, which can later be used as dense vector representations of words.

For instance, consider the example sentence: “*I live in Abu Dhabi.*” If we choose the word ‘live’ as the centre word and set a context window of ±1, the model would attempt to predict the words ‘I’ and ‘in’ as the context words surrounding ‘live.’ This setup is illustrated in Figure 3.2. The Skip-Gram model thus leverages the prediction of context words to refine the word embeddings, with the aim of capturing semantic and syntactic relationships between words.

Insert\_figure

Figure 3.2: An illustration of the skip-Gram model to predict the context words ‘I’ and ‘in’ given the input centre word ‘life’. The centre word is converted to a one-hot encoder vector of dimension |*V* |, and the output final layers are the one-hot encoding vectors for the two predicted outputs. The model learns the weight matrices, *P* and *Q*, which are used as the embedding. Each row of the *P* matrix is a *d*-dimensional embedding.

embedding vectors, *p* and *q*, for every word in the vocabulary. The following steps outline the process for learning these embedding weights:

1. **Generation of One-hot Input Vector:** Initially, the centre word is represented as a one-hot vector. For a given centre word *x*, we create a |*V* |-dimensional one-hot vector, where |*V* | is the vocabulary size. This vector has a value of 1 at the index corresponding to the centre word *w* in the vocabulary and 0 elsewhere. Mathematically, it is represented as:

Here, index(*w*)refers to the index of the centre word *w* in the vocabulary.

**2. Get the Embedded Vector for the Centre Word:** Next, we multiply the one-hot vector *x* by the input word matrix *P* to obtain the embedding vector *pc* for the centre word. This operation can be expressed as:

*pc* =*PT x* ∈ ℝ*d*

Here, *PT* is the transpose of the input word matrix *P*, and *pc* is a *d*-dimensional vector that represents the embedding of the centre word. This multiplication effectively selects the column in *P* corresponding to the center word’s index, yielding its embedding vector.

3. **Getting the Similarity Between the Centre and Context Words:** The intuition behind the Skip-gram model is that the likelihood of a word appearing close to a target word depends on the similarity of their embedding vectors. To measure this similarity, we can use the dot product, where a higher dot product indicates a greater degree of similarity between the words. To compute the similarity score, we multiply the centre word vector *pc* by the output word matrix *Q,* resulting in the score vector *z:*

Each element in *z* represents the dot product score between the context word and the centre word, reflecting the model’s prediction of how likely each word is to appear in the context of the centre word.

**4. Turn Similarity Scores into Probability:** The similarity scores obtained in the previous step are not sufficient for our prediction task for several reasons. First, these scores are not probabilities; they range unboundedly between –∞ and +∞. Second, the scores do not account for relative scores across all the words in the vocabulary. For our task, we need a concrete probability that represents the likelihood of a context word given a centre word.

To achieve this, we use the *softmax function* to convert these scores into a probability

distribution:

Here, *ŷc*–*m*, …, *ŷc*–1, *ŷc*+1, …, *ŷc*+*m* represent the probabilities of observing each context word within a window of size *m* around the centre word. These probabilities correspond to the respective elements in the *ŷ* vector, making them suitable for the prediction task.

Now, Stochastic Gradient Descent (SGD) (as discussed in Chapter 2) can be used to update all the relevant word vectors *qc* and *pc*.

Figure 3.3: Illustration of the CBOW model - the context words {‘I’ and ‘in’} is used for predicting centre word ‘live’.

*<H4>Continuous Bag of Words (CBOW) Model*

The Continuous Bag of Words (CBOW) model is another approach proposed in the Word2Vec framework, contrasting with the Skip-Gram model. In the CBOW model, instead of using a centre word to predict its surrounding context words, the context words are used to predict the centre word. For example, in the sentence ‘*I live in Abu Dhabi*’, if the word ‘live’ is the centre word, the CBOW model would use the surrounding context words ‘I’ and ‘in’ to predict the centre word ‘live’. This approach is shown in Figure 3.3.

The key idea behind CBOW is that the model learns to represent words by predicting a target word from its neighbouring words. This differs from the Skip-Gram model, where the model learns to predict surrounding words based on a given centre word. The CBOW model is particularly useful when dealing with smaller datasets, as it tends to perform better in such scenarios due to the averaging effect of the context words, which provides a more stable learning signal compared to the Skip-Gram model.

1. **Obtain the Embedded Vector for the Centre Word:** We then multiply each one-hot vector *x* with the input word matrix *P* to get the embedded word vectors *pc*-*m* for the context words:
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Here, each *pi* is the *d*-dimensional embedded vector for a context word.

3. **Averaging Context Vectors:** Unlike in the Skip-Gram model, where there is only a single input vector, the CBOW model has multiple input vectors. To combine these, we average the context vectors:
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Each element in *z* corresponds to a word in the vocabulary and its compatibility score with the given context. Since the dot product of similar vectors is higher, this operation tends to bring similar words closer together, resulting in a higher score.
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![](data:image/x-wmf;base64,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) (3.7)

6**. Objective Function:** We need to come up with an objective function to match the predicted probability, ![](data:image/x-wmf;base64,183GmgAAAAAAACAEAAIBCQAAAAAwWAEACQAAAzECAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAiAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///73////gAwAAvQEAAAUAAAAJAgAAAAIFAAAAFALQAB0DHAAAAPsCR/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+Y0RkAHAd4d0AAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAfHypAHIBBQAAABQCUQFwABwAAAD7AsD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////mNEZABwHeHdAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAiHmAAgUAAAAUAtAAOAMcAAAA+wJH/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///5jRGQAcB3h3QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAFZ8cgEFAAAAFAJgAVkAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+Y0RkAHAd4d0AAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAB5fIACBQAAABQCYAEdARwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbACCAAAKABCboAD+////mNEZABwHeHdAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAzhCAAgUAAAAUAmABMQIcAAAA+wLA/gAAAAAAAJABAAAAAQACABBNVCBFeHRyYQAACgDwmKAA/v///5jRGQAcB3h3QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAKF5gAKTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAYN5AAYACQACBIYIIs4CBIsdIaEDABwAAAsBAQEAAgCCfAACAINWAAIAgnwAAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA2cAWKAgAACgC7EGY2uxBmNnAFigJA2xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)with the actual probability ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEAAICCQAAAAATWAEACQAAAy4CAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///73////AAwAAvQEAAAUAAAAJAgAAAAIFAAAAFALQAJ8DHAAAAPsCR/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+Y0RkAHAd4d0AAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAfAByAQUAAAAUAtAARwMcAAAA+wJH/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///5jRGQAcB3h3QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHYgcgEFAAAAFAJgAVkAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+Y0RkAHAd4d0AAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAB5eYACBQAAABQC0AAdAxwAAAD7Akf/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAA3AAAKABCboAD+////mNEZABwHeHdAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAfCByAQUAAAAUAmABHQEcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAXwAACgBQmaAA/v///5jRGQAcB3h3QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAM4AgAIFAAAAFAJgATECHAAAAPsCwP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAAAoAMJigAP7///+Y0RkAHAd4d0AAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAACheYACkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDeQACBIYIIs4CBIsdIaEDABwAAAsBAQEAAgSGfAB8AgCDdgACAIJ8AAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCpcAWKAgAACgB4DmapeA5mqXAFigJA2xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) to learn the *Q* and *P* matrices. We use cross-entropy loss as our objective function to measure the difference between our predicted probability ![](data:image/x-wmf;base64,183GmgAAAAAAAEAB4AECCQAAAACzXgEACQAAA1QBAAACAH8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8AAQAAlQEAAAUAAAAJAgAAAAIFAAAAFAIxAXAAHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+Y0RkAHAd4d0AAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAiHmAAgUAAAAUAkABWQAcAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///5jRGQAcB3h3QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHl5gAJ/AAAAJgYPAPQAQXBwc01GQ0MBAM0AAADNAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAYN5AAYACQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAE5wBYoCAAAKAD8SZk4/EmZOcAWKAkDbGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA) and the true probability *y:*

![](data:image/x-wmf;base64,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) (3.8)

Now, let us see if cross-entropy provides us with a good measure of distance between the predicted and the actual probability. We can simplify Equation (3.8) for a single *yi* as:

![](data:image/x-wmf;base64,183GmgAAAAAAACAL4AEBCQAAAADQVAEACQAAAzUCAAACALcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgASALCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gCgAAlQEAAAUAAAAJAgAAAAIFAAAAFAIxAQACHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+Y0RkAHAd4d0AAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAiIiQB4ACBQAAABQCQAFYARwAAAD7AsD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////mNEZABwHeHdAAAAABAAAAC0BAQAEAAAA8AEAABMAAAAyCgAAAAAIAAAAKCwpbG9nKCknATEBowNVAKAAoACAAYACBQAAABQCkwHMBhwAAAD7Akf/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////mNEZABwHeHdAAAAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAaWk4A3IBBQAAABQCQAFFABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////mNEZABwHeHdAAAAABAAAAC0BAQAEAAAA8AEAAA8AAAAyCgAAAAAFAAAASHl5eXkApAEsASwDOAOAAgUAAAAUAkABagQcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wApgAACgDQmKAA/v///5jRGQAcB3h3QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAD0tAAGAArcAAAAmBg8AZAFBcHBzTUZDQwEAPQEAAD0BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0gAAgCCKAACAYN5AAYACQACAIIsAAIAg3kAAgCCKQACBIY9AD0CBIYSIi0CAIN5AAMAGwAACwEAAgCDaQAAAQEACgICgmwAAgCCbwACAIJnAAIAgigAAgGDeQAGAAkAAwAbAAALAQACAINpAAABAQAKAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAFdwBYoCAAAKAGEOZldhDmZXcAWKAkDbGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) (3.9)

Let us consider a perfect prediction, i.e., ![](data:image/x-wmf;base64,183GmgAAAAAAAOAC4AEBCQAAAAAQXQEACQAAA74BAAACAIUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAeACCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+gAgAAlQEAAAUAAAAJAgAAAAIFAAAAFAIxAXAAHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+Y0RkAHAd4d0AAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAiA6AAgUAAAAUAkABHQIcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///5jRGQAcB3h3QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADF5gAIFAAAAFAJAAVkAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+Y0RkAHAd4d0AAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAB5eYACBQAAABQCQAFAARwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbABDAAAKAFCaoAD+////mNEZABwHeHdAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPRCAAoUAAAAmBg8A/wBBcHBzTUZDQwEA2AAAANgAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIBg3kABgAJAAIEhj0APQIAiDEAAAABCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AzHAFigIAAAoAtxBmzLcQZsxwBYoCQNsZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=); here *![](data:image/x-wmf;base64,183GmgAAAAAAAMAL4AEACQAAAAAxVAEACQAAA/cBAAACAKkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAcALCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+ACwAAlQEAAAUAAAAJAgAAAAIFAAAAFAIxAQACHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////g2BkAHAd4d0AAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAiCCAAgUAAAAUAkABWAEcAAAA+wLA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///+DYGQAcB3h3QAAAAAQAAAAtAQEABAAAAPABAAAYAAAAMgoAAAAACwAAACgsKTFsb2coMSkwACcBMQFpAqoAVQCgAKAAUACHALUBgAIFAAAAFAJAAUUAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////g2BkAHAd4d0AAAAAEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAABIeXlEpAEsAYACBQAAABQCQAFqBBwAAAD7AsD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAACAAAKAFCZoAD+////4NgZABwHeHdAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAPS09tgABfwSAAqkAAAAmBg8ARwFBcHBzTUZDQwEAIAEAACABAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0gAAgCCKAACAYN5AAYACQACAIIsAAIAg3kAAgCCKQACBIY9AD0CBIYSIi0CAIgxAAICgmwAAgCCbwACAIJnAAIAgigAAgCIMQACAIIpAAIEhj0APQIAiDAAAAACCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AVXAFigIAAAoA9Q9mVfUPZlVwBYoCiOIZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)*. Thus, we do not face any penalty for a perfect prediction. Now, let us consider a case where the prediction is very bad and![](data:image/x-wmf;base64,183GmgAAAAAAAGAU4AEACQAAAACRSwEACQAAAzQCAAACANEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWAUCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gFAAAlQEAAAUAAAAJAgAAAAIFAAAAFAIxAXAAHAAAAPsCwP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////g2BkAHAd4d0AAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAiIhNBoACBQAAABQCQAE7AhwAAAD7AsD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////4NgZABwHeHdAAAAABAAAAC0BAQAEAAAA8AEAACoAAAAyCgAAAAAXAAAAMC4wMywoLCkxbG9nKDAuMDMpMy41MDcAoABQAKAAkQC5AScBMQFpAqoAVQCgAKAAbgCgAFAAoACWALABoABQAKAAoACAAgUAAAAUAkABWQAcAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///+DYGQAcB3h3QAAAAAQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAHlIeXmpBKQBLAGAAgUAAAAUAkABQAEcAAAA+wLA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAzwAACgDwmaAA/v///+DYGQAcB3h3QAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAD09LbvnBwABPAaAAtEAAAAmBg8AlwFBcHBzTUZDQwEAcAEAAHABAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIBg3kABgAJAAIEhj0APQIAiDAAAgCCLgACAIgwAAIAiDMAAgCCLAACAJgE7wIAg0gAAgCCKAACAYN5AAYACQACAIIsAAIAg3kAAgCCKQACBIY9AD0CBIYSIi0CAIgxAAICgmwAAgCCbwACAIJnAAIAgigAAgCIMAACAIIuAAIAiDAAAgCIMwACAIIpAAIEhkgiuwIAiDMAAgCCLgACAIg1AAIAiDAAAgCINwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAMcAWKAgAACgCsD2YMrA9mDHAFigKI4hkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). Thus, we see that cross-entropy provides us with a good measure of distance. Now, we optimise this objective as below:

Now, Stochastic Gradient Descent can be used to update all the relevant word vectors *qc* and *pc.*

***3.3.3 Global Vectors for Word Representation (GloVe)***

Previously, we discussed word representation techniques using count-based methods (like co-occurrence matrices) and predictive methods (like Word2Vec). Count-based methods often fall short in tasks such as analogy, indicating that their vector representations are suboptimal. Additionally, their large dimensions scale up to the vocabulary size, which can be inefficient. Conversely, the Word2Vec model excels at capturing complex linguistic patterns beyond word similarity but does not fully utilise global co-occurrence statistics.

Global Vectors for Word Representation (GloVe) (Pennington et al. 2014) aims to combine the strengths of both approaches by leveraging the global statistical information captured by word-word co-occurrence matrices while also benefiting from the local context window approach used in Word2Vec. Specifically, GloVe addresses the limitations of both count-based and prediction-based (Word2Vec) representations by:

1. **Utilisation of Global Statistics**: GloVe constructs a global word-word co-occurrence matrix from the entire corpus, similar to the count-based method. This approach enables GloVe to efficiently leverage statistical information across the corpus, which might be lost in Word2Vec, as it learns word embeddings by making predictions within local context windows.
2. **Efficient Learning of Vector Space**: While count-based approaches use global statistics, they often produce suboptimal vector representations for tasks like analogy. In contrast, GloVe employs a weighted least squares training objective on global word-word co-occurrence counts, making more efficient use of the statistical data. In count-based approaches, frequent co-occurrences, such as stop words, tend to dominate, while rare co-occurrences are often overlooked. To address this, GloVe introduces a weighting function that balances the significance of both frequent and rare co-occurrences.

Table 3.4: An illustration of co-occurrence probabilities and ratios for the target words *comedy* and *horror* with *k* probe words as context from a hypothetical corpus.

|  |  |  |  |
| --- | --- | --- | --- |
| *k* | *P*(*k*|*comedy*) | *P*(*k*|*horror*) | *P*(*k*|*comedy*)*/P*(*k*|*horror*) |
| laughter | 0.0080 | 0.0009 | 8.89 |
| scary | 0.0005 | 0.0100 | 0.05 |
| popcorn | 0.0050 | 0.0045 | 1.11 |
| algebra | 0.0001 | 0.0001 | 1.00 |

We will cover the details of the weighted cost function in the subsequent section.

*<H4>The GloVe Model*

In this section, we will delve into the inner workings of the GloVe model. Before proceeding, let us establish some notations. GloVe uses a global word-word co-occurrence matrix, denoted by *X.* Each element in this matrix, *Xij,* represents the count of occurrences of word *j* given the context word *i.* Now, let us define *Xi =* Σ*k Xik* as the total count of all words in the context of word *i,* which is the sum of all co-occurrence counts across the entire corpus when *i* is the context word. Based on this, we can calculate the probability of word *j* given the context word *i* as follows:
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Let us consider an example of how co-occurrence probabilities can be utilised to derive certain aspects of meaning.

**Example 3.3.** Let us consider two words *i* and *j* that represent movie genres: *i = comedy* and *j = horror.* We will examine the relationship of the words *i* and *j* by studying the ratio of their co-occurrence probabilities with some probe words *k.* In the example shown in Table 3.4, we use *k = laughter* for words related to *comedy* but not with *horror,* and the ratio of *Pik/Pjk* or *P*(*laughter|comedy*)*/P*(*laughter|horror*)is large (8.89) as expected. Similarly, *k = scary* will be more related to *horror,* and the ratio *Pik/Pjk* is low (0.05). And, the words that are either related to both *comedy* or *horror* or totally unrelated will have a ratio close to one. This example demonstrates that a ratio of probabilities can effectively distinguish words relevant to one genre but not the other (*laughter, scary*)and words relevant to either both (*popcorn*)or none (*algebra*)*.* In short, this approach of taking the ratio of co-occurrence probabilities provides a more effective and distinctive measure as against the raw probabilities.

*<H4> Benefits of FastText over Other Models*

Compared to traditional word-level representation, the subword information from the character-level *n*-gram representation makes FastText robust and flexible in handling OOV words, morphological structures, and rare words.

1. **Handling Out-of-Vocabulary (OOV) Words:** Let us consider an example word, ‘unfriendliness’, which is absent in the corpus. Hence, it is impossible to represent this word using word-level embedding as it is out of vocabulary. However, in FastText with 3-gram character-level subwords, ‘unfriendliness’ can be broken into the following trigrams:

<un, unf, nfr, fri, rie, ien, end, ndl, dli, lin, ine, nes, ess, ss>.

In FastText, this word can be represented as the average of these trigram embeddings. With this approach, even an out-of-vocabulary word can be represented, as there is a chance of having the embedding representation for these subwords from other words in the corpus.

**3.4 Bias in Word Embedding**

Word embeddings can capture semantic relationships that extend beyond mere vector similarity. One task that showcases this capability is the analogy task, where word embeddings can solve problems of the form “*a* is to *b* as *c* is to *d*.” Consider the following example for an analogy task:

king – man + woman ≈ queen*.*

This analogy captures the gender-based relationship between ‘king’ and ‘queen’. Similarly, consider another example:

Paris – France + Italy ≈ Rome*.*

Like the previous example, the word vectors establish the relationship between a country and its capital. These analogical reasoning capabilities also extend to various semantic and syntactic relationships, such as adjectives (e.g., good : better :: bad : worse), plurals (e.g., man : men :: woman : women), and country-currency relationships (e.g., USA : dollar :: Japan : yen).

However, this ability to perform analogy tasks also reveals some biases inherent in the training corpus. A study by Bolukbasi et al. (2016) found that the Word2Vec model trained on news data is biased towards gender in occupations. For instance, the occupation closest to the ‘woman’ vector was ‘homemaker’, while ‘man’ was associated with ‘computer programming’:

computer programming – man + woman ≈ homemaker*.*

This suggests an association of certain professions with specific genders, potentially reinforcing harmful stereotypes. Research has shown that these biases are not merely reflections of the training data but are often amplified beyond the input text statistics (Zhao et al. 2017). Additionally, these biases extend beyond gender; similar issues have been found with racial and ethnic biases. A study revealed that African-American names were associated with unpleasant words when tested on GloVe vectors (Caliskan et al. 2017), while European-American names had higher cosine similarity with pleasant words. Various approaches have been proposed to mitigate these biases, such as transforming the embedding space to remove gender stereotypes while preserving the notion of gender (Bolukbasi et al. 2016; Kumar et al. 2020) or altering the training paradigm (Zhao et al. 2018). However, addressing these biases remains an open challenge.

**3.5 Limitations of Word Embedding Methods**

We explored various vector representation methods for words, each with its limitations. Initially, count-based approaches result in sparse vectors, especially when there are zero cooccurrences, and their dimensionality scales with the vocabulary size. This often necessitates dimensionality reduction techniques like Singular Value Decomposition to manage the high dimensionality. In contrast, prediction-based approaches such as Word2Vec, GloVe, and FastText generate dense vectors with much smaller, arbitrarily chosen dimensions. However, selecting the optimal dimension requires balancing the quality of the embeddings and computational efficiency.

Another significant limitation is that traditional embedding methods struggle to represent out-of-vocabulary words. While FastText addresses this issue to some extent by incorporating subword-level information, it still faces challenges with entirely novel words.

Moreover, once trained, these embeddings remain static and must be retrained to adapt to language evolution, leading to semantic drift. For example, static embeddings trained on historical data may fail to relate the word ‘web’ with ‘internet’ as language usage changes over time. Additionally, these embeddings lack contextual information; even in prediction-based methods, only a small window of context words is available during training, which fails to capture the full nuances of context.

Finally, as discussed earlier, these embeddings are not only biased towards the training data but also tend to amplify these biases, further complicating their application.

**3.6 Applications of Word Embeddings**

We discovered how word embeddings can measure the similarity between two words and perform analogy tasks. However, the capabilities of word embeddings extend far beyond these basic functions. For instance, they can be used for document-level representation, as seen in Doc2Vec (Le and Mikolov 2014), which plays a crucial role in information retrieval for search engines and recommendation systems.

Word embeddings trained on multilingual data have demonstrated strong cross-lingual capabilities, where similar words from different languages are positioned close to each other in the vector space. For example, a sentiment classifier model trained on English data can classify a French movie review by mapping French words to a shared English-French embedding space. Furthermore, cross-lingual aligned embedding vectors enable unsupervised machine translation without parallel corpora by using the nearest neighbours of source words in the target language as an initial word-level translation.

Word embeddings have also paved the way for contextual models like BERT (Devlin et al. 2018), which assigns dynamic embeddings based on context, unlike traditional word embeddings that offer static representations regardless of context. Recently, more advanced embeddings have been instrumental in revolutionising Retrieval-Augmented Generation (RAG) systems, significantly enhancing their capabilities.

**Additional Resources**

1. **Important Articles/Books**

* Efficient Estimation of Word Representations in Vector Space (Mikolov et al. 2013a)
* Enriching Word Vectors with Subword Information (Bojanowski et al. 2017)GloVe: Global Vectors for Word Representation (Pennington et al. 2014)
* Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings (Bolukbasi et al. 2016)
* Speech & language processing (Jurafsky 2000)

**Exercises**

***True/False Questions***

1. Distributional hypothesis states that words with similar meaning tend to occur in similar context. (True/False)
2. Cosine similarity is favoured over Euclidean distance for measuring the similarity between the word embeddings since it is invariant to magnitude of the vector. (True/False)
3. In the context of bias in word embeddings, the debiasing technique of transforming the bias direction from the word vectors always completely eliminate all forms of bias. (True/False)
4. The primary goal of a prediction-based method is to predict the context or the target words. (True/False)
5. FastText is capable to representing out-of-vocabulary words. (True/False)

***Multiple Choice Questions***

1. What does cosine similarity measure in the context of word embeddings?

1. The Euclidean distance between two-word vectors.
2. The angle between two-word vectors.
3. The magnitude difference between two-word vectors.
4. All of the above.

2. Cross-entropy loss is chosen instead of least squares as the measure of distance or loss between the actual one-hot and the predicted one-hot vectors in the Skip-Gram model because:

1. Cross-entropy allows for easier gradient updates.
2. Cross-entropy is computationally less expensive than least squares.
3. Cross-entropy is better suited for the probabilistic nature of the Skip-gram’s prediction task.
4. Least squares would cause the model to overfit the training data.

***Short Questions***

1. What are the issues of representing words by their character level ASCII values?
2. Why is the distributional hypothesis the basis of word embeddings?
3. What are the differences between count-based and prediction-based vector representation?
4. Why a logarithms is used for calculating the scores in TF-IDF?
5. When do you think the TF-IDF will be more suitable than Word2Vec?
6. Why softmax is needed after calculating the similarity score of the centre word and the output word matrix in Skip-Gram?

***Long Questions***

1. Formalise and explain why the cosine similarity is suitable for measuring the similarity between two-word embeddings?
2. Consider a small corpus of 5 documents, with 100, 80, 90, 120, and 95 words. The word ‘algorithm’ appears 3, 0, 2, 1, and 0 times in the documents, respectively. Now, calculate the TF-IDF score for the ‘algorithm’ in the first and the fourth documents. Consider using log base 2 for the calculation and use Equation (3.5) for calculating the TF.
3. Give a suitable example to prove why cross-entropy is a good fit for measuring the distance or loss between the predicted and actual one-hot vectors in the Skip-Gram model.
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1. We have considered only these five terms as the vocabulary for simplicity. [↑](#footnote-ref-1)